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Abstrak 

Dikirimkan: 15/12/2025 Pada era ini, kepercayaan publik terhadap institusi 

penegak hukum seperti POLRI sangat dipengaruhi 

oleh opini yang berkembang di media sosial. 

Namun, analisis terhadap data masif (Big Data) ini 

menghadapi dua tantangan utama yaitu 

keterbatasan metode klasik dalam memahami 

konteks bahasa Indonesia (seperti sarkasme dan 

bahasa gaul) serta tingginya kebutuhan sumber 

daya komputasi untuk menjalankan model Deep 

Learning. Penelitian ini bertujuan untuk 

merancang sebuah kerangka kerja sistem analisis 

sentimen terintegrasi yang tidak hanya akurat, 

tetapi juga efisien secara infrastruktur dan strategis 

dalam pengambilan keputusan. Metodologi 

penelitian ini menggabungkan model IndoBERT 

untuk klasifikasi teks kontekstual, metode Analytic 

Hierarchy Process (AHP) untuk pembobotan 

prioritas kinerja, dan arsitektur Cloud Platform as 

a Service (PaaS) sebagai lingkungan implementasi. 

Hasil penelitian ini berupa rancangan arsitektur 

sistem yang memanfaatkan layanan serverless dan 

GPU berbasis cloud untuk efisiensi biaya dan 

skalabilitas otomatis. Simulasi sistem 

menunjukkan bahwa integrasi IndoBERT mampu 

mendeteksi sentimen negatif terselubung, 

sementara AHP berhasil mentransformasi data 

sentimen menjadi daftar prioritas perbaikan yang 

dapat ditindaklanjuti (actionable insights). 

Penelitian ini menyimpulkan bahwa adopsi 

arsitektur berbasis Cloud PaaS adalah solusi paling 

layak (feasible) untuk mengimplementasikan 

model NLP mutakhir di lingkungan pemerintahan 

tanpa investasi perangkat keras yang masif. 
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PENDAHULUAN  

Dalam konteks negara demokrasi, kepercayaan publik merupakan elemen 

fundamental yang menentukan legitimasi dan efektivitas lembaga penegak hukum. Tanpa 

adanya kepercayaan masyarakat, fungsi penegakan hukum akan kehilangan otoritas 

moral dan sosialnya. Kinerja POLRI tidak hanya mencerminkan kemampuan institusi 

dalam melaksanakan tugas penegakan hukum, tetapi juga menjadi cerminan sejauh mana 

masyarakat menilai kualitas pelayanan dan profesionalisme aparat kepolisian. Dalam era 

reformasi birokrasi, muncul tuntutan yang semakin kuat terhadap penerapan prinsip 

akuntabilitas, transparansi, dan responsivitas publik sebagai bagian dari upaya 

mewujudkan tata kelola pemerintahan yang bersih dan berintegritas. Oleh karena itu, 

umpan balik masyarakat menjadi komponen esensial dalam proses evaluasi kinerja 

POLRI. Melalui penyerapan aspirasi, kritik, maupun apresiasi publik, institusi kepolisian 

dapat memperoleh masukan yang konstruktif guna melakukan perbaikan berkelanjutan, 

memperkuat profesionalisme, serta membangun kembali kepercayaan masyarakat 

sebagai dasar utama keberhasilan institusi POLRI (Asmoro & Riswadi, 2024) 

Perkembangan teknologi informasi telah mengubah cara masyarakat 

menyampaikan opini terhadap institusi publik. Jika dahulu aspirasi disampaikan melalui 

media tradisional, kini media sosial seperti Twitter, Facebook, dan Instagram menjadi 

ruang diskusi digital yang masif dan real-time. Platform ini menghasilkan data berukuran 

besar, berkecepatan tinggi, dan tidak terstruktur sebagai karakteristik utama Big Data 

yang merefleksikan persepsi publik secara spontan. Namun, skala dan keragamannya 

membuat analisis manual tidak lagi memungkinkan. Karena itu, pendekatan 

komputasional berbasis Natural Language Processing (NLP) diperlukan untuk 

mengekstraksi makna dan sentimen dari opini digital tersebut. (Gumilang et al., 2024; 

Md Suhaimin et al., 2023). Seiring melimpahnya opini publik di media sosial, Analisis 

Sentimen menjadi solusi komputasional untuk mengekstraksi persepsi dari teks tidak 

terstruktur. Penelitian terdahulu banyak menggunakan metode klasik seperti Naïve 

Bayes, SVM, atau pendekatan lexicon-based. Namun demikian, metode-metode tersebut 

masih memiliki keterbatasan dalam menangani karakteristik khas bahasa Indonesia di 

media sosial  seperti slang, sarkasme, konteks ganda, dan lahirnya ungkapan tidak baku 

(Geni et al., 2023; Leandro & Fianty, 2025). 

Perkembangan teknologi informasi telah mengubah cara masyarakat 

menyampaikan opini terhadap institusi publik. Jika dahulu aspirasi disampaikan melalui 

media tradisional, kini media sosial seperti Twitter, Facebook, dan Instagram menjadi 

ruang diskusi digital yang masif dan real-time. Platform ini menghasilkan data berukuran 

besar, berkecepatan tinggi, dan tidak terstruktur sebagai karakteristik utama Big Data 

yang merefleksikan persepsi publik secara spontan. Namun, skala dan keragamannya 

membuat analisis manual tidak lagi memungkinkan. Karena itu, pendekatan 

komputasional berbasis Natural Language Processing (NLP) diperlukan untuk 

mengekstraksi makna dan sentimen dari opini digital tersebut. (Gumilang et al., 2024; 

Md Suhaimin et al., 2023). Seiring melimpahnya opini publik di media sosial, Analisis 

Sentimen menjadi solusi komputasional untuk mengekstraksi persepsi dari teks tidak 

terstruktur. Penelitian terdahulu banyak menggunakan metode klasik seperti Naïve 

Bayes, SVM, atau pendekatan lexicon-based. Namun demikian, metode-metode tersebut 

masih memiliki keterbatasan dalam menangani karakteristik khas bahasa Indonesia di 

media sosial  seperti slang, sarkasme, konteks ganda, dan lahirnya ungkapan tidak baku 

(Geni et al., 2023; Leandro & Fianty, 2025). 

Namun, meskipun IndoBERT menawarkan akurasi yang tinggi, implementasi 

model transformer berskala besar ini dalam lingkungan institusi publik menghadapi 

tantangan infrastruktur yang signifikan. Model seperti IndoBERT membutuhkan 

kapasitas komputasi tinggi, khususnya GPU atau TPU, serta memori besar untuk proses 

pelatihan dan inferensi. Penelitian terbaru (Hoffmann et al., 2022; Sanh et al., 2022) 

menunjukkan bahwa beban komputasi transformer meningkat secara eksponensial 
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terhadap ukuran model dan panjang input. Bagi institusi seperti POLRI, penggunaan 

server on-premise untuk kebutuhan tersebut tidak hanya mahal dari sisi investasi awal, 

tetapi juga memerlukan biaya pemeliharaan, listrik, pendingin, dan tenaga ahli yang tidak 

selalu tersedia. Hal ini menimbulkan kesenjangan antara kebutuhan model dan 

kemampuan infrastruktur tradisional untuk menjalankannya. 

Dalam rangka menjawab tantangan infrastruktur yang muncul akibat penggunaan 

model-transformer besar seperti IndoBERT, peran infrastruktur sistem informasi modern 

menjadi semakin krusial. Layanan komputasi awan (cloud computing) melalui model-

layanan seperti Platform as a Service (PaaS) dan Infrastructure as a Service (IaaS) 

menawarkan akses on-demand ke sumber daya komputasi tinggi seperti mesin virtual 

dengan GPU/TPU, dan lingkungan pelatihan model berskala besar tanpa memerlukan 

investasi awal yang besar dalam perangkat keras fisik di setiap organisasi. Studi terkini 

menunjukkan bahwa cloud computing telah menjadi kunci dalam “mendemokratisasi” 

penggunaan AI canggih, memungkinkan para peneliti maupun organisasi dengan sumber 

daya terbatas untuk melakukan pelatihan, pengujian, dan deployment model besar secara 

efisien dan layak secara biaya (Costa et al., 2024; Oluwatobi, 2023). 

Penelitian ini bertujuan untuk merancang sebuah arsitektur sistem berbasis cloud 

yang mendukung penerapan analisis sentimen IndoBERT-AHP serta menganalisis 

perbandingan keunggulan pendekatan PaaS dan IaaS dalam konteks pelatihan dan deploy 

model di institusi publik. 

 

METODOLOGI PENELITIAN 

Metodologi yang digunakan pada penelitian ini yaitu pendekatan kualitatif dengan 

metode Design Science Research (DSR) yang berfokus pada pengembangan hingga 

pengujian berupa rancangan arsitektur sistem. Tujuan utama metodologi ini adalah 

menghasilkan solusi inovatif untuk memecahkan masalah praktis, yaitu kompleksitas 

analisis sentimen kinerja POLRI yang membutuhkan akurasi tinggi dan efisiensi 

infrastruktur. Tahapan penelitian dilakukan secara sistematis sebagai berikut: 

Studi Literatur dan Analisis Kebutuhan 

Tahap awal yang dilakukan Adalah dengan menganalisis literatur terkait tantangan 

analisis sentimen bahasa Indonesia dan kebutuhan infrastruktur komputasi modern. 

Analisis Model Bahasa: Mengidentifikasi keunggulan model Pre-trained 

Language Model untuk menangani karakteristik bahasa informal, slang, dan 

sarkasme di media sosial. Berdasarkan studi literatur, model IndoBERT dipilih 

karena terbukti memberikan kinerja terbaik dalam memahami konteks bahasa 

Indonesia dibandingkan pendekatan tradisional. 

Analisis Metode Keputusan: Mengidentifikasi metode pembobotan yang 

mampu mengubah data sentimen kualitatif menjadi prioritas kuantitatif. Metode 

Analytic Hierarchy Process (AHP) dipilih karena kemampuannya menangani 

struktur keputusan bertahap yang kompleks. 

Analisis Infrastruktur: Mengevaluasi kebutuhan komputasi untuk 

menjalankan model. Studi menunjukkan bahwa Cloud Computing adalah solusi 

yang memungkinkan efisiensi biaya, sehingga analisis difokuskan pada 

perbandingan antara layanan Infrastructure as a Service (IaaS) dan Platform as a 

Service (PaaS). 

Pengumpulan Data dan Sumber Data 

Pemilihan platform media sosial Twitter (X) didasarkan pada karakteristiknya 

sebagai ruang diskusi publik yang real-time dan masif. Twitter menyediakan data yang 

padat informasi, dan sangat ideal untuk menangkap reaksi spontan masyarakat terhadap 

isu-isu penegakan hukum dan pelayanan publik. Data dirancang untuk ditarik 

menggunakan mekanisme streaming atau batch processing melalui layanan berbasis 

cloud. 

 



Novantri Prasetya Putra DOI: https://doi.org/10.5281/zenodo.18366548 

  

 

Rancangan Arsitektur Sistem...  
 

13 

Perancangan Kerangka Kerja Sistem (System Framework Design) 

Pada tahap ini, dilakukan perancangan arsitektur terintegrasi yang menggabungkan 

tiga komponen utama: 

Komponen Model (IndoBERT): Dirancang untuk melakukan klasifikasi 

sentimen. 

Komponen Keputusan (AHP): Dirancang untuk memetakan hasil sentimen 

ke dalam kriteria kinerja POLRI (seperti Pelayanan, Integritas, Transparansi) dan 

menghitung bobot prioritasnya. 

Komponen Infrastruktur (Cloud PaaS): Dirancang menggunakan pendekatan 

serverless dan layanan terkelola (managed services) untuk menghilangkan beban 

manajemen server fisik. 

Validasi Konseptual melalui SimulasI 

Karena penelitian ini berfokus pada rancangan arsitektur, validasi dilakukan 

melalui Simulasi Skenario Penggunaan (Use-Case Scenario Simulation). Simulasi ini 

bertujuan untuk menguji logika alur data dari hulu ke hilir, memastikan bahwa integrasi 

antara deteksi sentimen IndoBERT dan pembobotan AHP mampu menghasilkan keluaran 

yang logis dan dapat ditindaklanjuti oleh pemangku kebijakan. 

 

HASIL DAN PEMBAHASAN 

Hasil Rancangan Arsitektur Sistem (Proposed System Architecture) 

Bagian ini menyajikan hasil utama dari penelitian, yaitu rancangan arsitektur sistem 

analisis sentimen berbasis Cloud Computing yang dirancang untuk mendukung proses 

pengolahan data media sosial menggunakan IndoBERT dan integrasi metode AHP 

sebagai pendukung keputusan. Arsitektur yang diusulkan disusun secara konseptual 

dengan pendekatan serverless dan layanan Platform as a Service (PaaS) sehingga seluruh 

komponen dapat beroperasi tanpa memerlukan manajemen infrastruktur fisik. Seperti 

ditunjukkan pada Gambar 1, sistem yang dirancang terdiri dari beberapa modul 

terintegrasi yang berfungsi untuk melakukan pengambilan data, pemrosesan kecerdasan 

buatan, perhitungan prioritas kinerja, serta penyajian informasi dalam bentuk visual yang 

dapat digunakan oleh pengambil keputusan di lingkungan POLRI. Penjelasan rinci 

mengenai setiap modul disampaikan pada subbagian berikutnya. 

 
Gambar 1. Diagram Rancangan Arsitektur 

Pada rancangan yang telah disusun terdapat 4 poin utama yaitu. 

Modul Ingestion 

Twitter (atau X) merupakan platform media sosial yang paling banyak digunakan 

dalam penelitian analisis sentimen karena karakteristiknya yang real-time, terbuka, dan 

memiliki volume data yang sangat besar. Berdasarkan studi (Jonnala et al., 2025) dalam 

Scientific Reports, Twitter disebut sebagai “leading platform for real-time social media 

engagement” dan menjadi sumber utama untuk menangkap opini publik, tren, dan 

dinamika perasaan masyarakat karena jutaan tweet diproduksi setiap hari. Penelitian 

tersebut juga menegaskan bahwa Twitter sangat ideal untuk analisis sentimen karena 
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menyediakan teks pendek yang padat informasi, memungkinkan pemodelan emosi, 

sarkasme, dan opini secara langsung. 

Selain itu, penelitian (Hafizah et al., 2025) dalam Indonesian Journal of Electronics, 

Electromedical Engineering, and Medical Informatics menyatakan bahwa Twitter adalah 

“platform yang paling luas digunakan dalam riset opini publik” karena sifatnya yang 

ringkas dan penyebaran informasi secara instan, sehingga sangat tepat digunakan untuk 

menangkap reaksi masyarakat terhadap isu-isu aktual secara real-time. Mereka juga 

menjelaskan bahwa volume dan kecepatan data di Twitter menjadikannya sumber yang 

sangat kaya untuk menganalisis persepsi terhadap sebuah layanan atau institusi. 

Ketiga jurnal tersebut secara konsisten menegaskan bahwa Twitter adalah media 

yang paling sesuai untuk penelitian seperti ini karena  menyediakan data real-time dalam 

jumlah besar, bersifat publik sehingga data dapat diakses tanpa hambatan privasi yang 

kompleks, dan teksnya singkat sehingga memudahkan ekstraksi sentimen dan 

pemrosesan dengan model NLP modern. 

Kemudian data opini publik dari twitter baik secara real-time atau batch-API, 

ditarik secara otomatis menggunakan layanan seperti Cloud Functions, kemudian 

disimpan ke dalam “data lake” (misalnya Cloud Storage) sebagai repositori mentah yang 

siap digunakan untuk pemrosesan selanjutnya. Pendekatan berbasis cloud dalam modul 

ingestion ini memiliki sejumlah keunggulan dibandingkan jika menggunakan perangkat 

lokal (on-premise) atau perangkat sendiri. Pertama, layanan cloud memungkinkan 

penskalaan otomatis (auto-scaling) untuk menangani lonjakan volume data media sosial 

tanpa perlu investasi perangkat keras awal besar. Kedua, komponen serverless seperti 

Cloud Functions mengurangi beban manajemen server, patching, dan monitoring, 

sehingga organisasi dapat fokus pada logika bisnis (pengambilan dan penyimpanan data) 

tanpa distraksi operasional infrastruktur. Dalam literatur, penggunaan arsitektur data-lake 

berbasis cloud terbukti lebih fleksibel, efisien biaya, dan lebih cepat dalam menghasilkan 

pipeline ingestion dibandingkan sistem tradisional yang dikelola secara on-premise 

(Azzabi et al., 2024; Shojaee Rad & Ghobaei-Arani, 2024). 

 
Gambar 2. Cloud Data Lake Implementation 

Modul Pemrosesan AI 

Modul pemrosesan AI merupakan pusat dari keseluruhan arsitektur, karena pada 

tahap inilah model IndoBERT digunakan untuk melakukan klasifikasi sentimen secara 

otomatis terhadap data yang telah melalui tahap ingestion dan penyimpanan. Berdasarkan 

temuan beberapa penelitian, IndoBERT terbukti unggul dalam memahami konteks bahasa 

Indonesia yang informal, campuran, dan sering kali mengandung slang atau struktur frasa 

tidak baku. Hal ini ditunjukkan oleh (Aprinando et al., 2025), yang melaporkan bahwa 

IndoBERT mampu mencapai akurasi 90% dalam mengklasifikasikan ulasan aplikasi 

BRImo, dengan F1-score yang stabil di ketiga kelas sentimen, menunjukkan kemampuan 

generalisasi yang sangat baik pada teks berbahasa Indonesia yang kompleks. Keunggulan 

ini sejalan dengan hasil penelitian (Dhendra & Gayuh Utomo, 2025), yang menemukan 

bahwa model IndoBERT mengungguli berbagai model transformer lain seperti mBERT 

dan XLM-R, serta jauh melampaui model klasik seperti CNN dan BiLSTM dalam tugas 
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klasifikasi sentimen, dengan akurasi tertinggi sebesar 88.1% pada data layanan publik 

digital. 

Keberhasilan IndoBERT dalam berbagai penelitian ini menjadi dasar rasional 

mengapa modul pemrosesan AI dirancang menggunakan layanan Platform as a Service 

(PaaS) seperti Google Vertex AI atau AWS SageMaker. Penggunaan PaaS 

memungkinkan model melakukan proses inferensi berbasis GPU secara efisien, tanpa 

memerlukan penyiapan server fisik, konfigurasi CUDA, atau manajemen infrastruktur 

komputer berperforma tinggi. Hal ini sangat penting mengingat model transformer seperti 

IndoBERT memiliki jumlah parameter besar dan memerlukan akselerasi komputasi untuk 

mencapai waktu respons yang layak dalam aplikasi produksi. Selain itu, pemilihan PaaS 

juga selaras dengan praktik penelitian modern, sebagaimana terlihat pada penggunaan 

platform berbasis cloud dalam penelitian (Aprinando et al., 2025) yang memanfaatkan 

Google Colab GPU sebagai bentuk komputasi cloud untuk proses pelatihan dan inferensi 

IndoBERT secara praktis dan ekonomis. Dengan demikian, modul pemrosesan AI dalam 

arsitektur ini dirancang berbasis cloud bukan hanya untuk efisiensi komputasi, tetapi juga 

sebagai strategi untuk menjaga skalabilitas, kemudahan deployment, dan keterulangan 

eksperimen dalam analisis sentimen skala besar. 

Modul Keputusan (AHP) 

Modul Keputusan berfungsi untuk mengubah hasil klasifikasi sentimen menjadi 

rekomendasi prioritas yang dapat ditindaklanjuti oleh pemangku kebijakan. Dalam 

konteks ini, Analytic Hierarchy Process (AHP) dipilih karena merupakan metode Multi-

Criteria Decision Making (MCDM) yang paling stabil, terstruktur, dan banyak digunakan 

untuk penentuan bobot kriteria berbasis penilaian subjektif pakar. Tavana et al. (2021) 

menjelaskan bahwa AHP adalah metode yang reliable, rigorous, and robust untuk 

mengkuantifikasi penilaian subjektif melalui perbandingan berpasangan dan mampu 

menangani masalah keputusan yang kompleks dalam struktur hierarki. Keunggulan 

penting AHP dalam konteks penelitian ini adalah kemampuannya memberikan prioritas 

yang konsisten antar kriteria, sekaligus memeriksa konsistensi penilaian melalui 

consistency ratio, sehingga meningkatkan keandalan hasil keputusan. 

Selain itu, studi Stofkova et al. (2022) menegaskan bahwa AHP merupakan metode 

yang sangat sesuai untuk pengambilan keputusan strategis karena dapat membobotkan 

kriteria secara sistematis dan mudah diimplementasikan melalui teknik perbandingan 

berpasangan yang transparan. Penelitian tersebut menyebut AHP sebagai metode yang 

“paling banyak digunakan” dalam berbagai bidang manajerial dan terbukti efektif untuk 

menentukan urutan prioritas dalam konteks multi-kriteria. AHP juga dipuji karena 

fleksibilitasnya dalam menggabungkan aspek kuantitatif dan kualitatif, sehingga cocok 

diterapkan pada domain seperti evaluasi kinerja lembaga publik, di mana kriteria seperti 

Pelayanan, Integritas, dan Transparansi bersifat multidimensional. 

Dalam sistem ini, hasil klasifikasi IndoBERT (positif, negatif, netral) akan 

dipetakan ke dalam kriteria performa POLRI, kemudian modul AHP menghitung bobot 

prioritas per kriteria berdasarkan struktur hierarki yang telah ditentukan. Dengan 

demikian, AHP tidak hanya menjawab apa aspek yang paling banyak mendapat sentimen 

negatif, tetapi juga seberapa penting aspek tersebut dibandingkan aspek lainnya. 

Kombinasi NLP dan AHP ini menghasilkan proses analisis yang lebih strategis, terukur, 

dan selaras dengan prinsip-prinsip pengambilan keputusan berbasis bukti sebagaimana 

direkomendasikan dalam penelitian-penelitian AHP modern. 

Modul Visualisasi 

Modul Visualisasi berfungsi sebagai antarmuka strategis bagi pimpinan dan 

pengambil keputusan di lingkungan institusi seperti Kepolisian Negara Republik 

Indonesia (POLRI), karena menyediakan grafik tren sentimen publik dan daftar prioritas 

perbaikan secara langsung. Penelitian oleh (Ilmi & Puspitarani, 2024) dalam studi 

“Visualization of Sentiment Analysis Results of Public Opinion on Indonesian Public 

Figures” menunjukkan bahwa dashboard interaktif yang menggunakan visualisasi tren 
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sentimen dapat membantu pengambil keputusan dalam memahami dinamika opini publik 

terhadap institusi secara lebih cepat dan responsif. Dalam kerangka penelitian ini, 

dashboard akan menampilkan tren sentimen (berapa banyak positif/negatif tiap periode) 

dan hasil prioritas kinerja yang dihasilkan oleh modul AHP, sehingga pimpinan POLRI 

dapat dengan cepat melihat aspek mana yang paling mendapat perhatian publik dan 

membutuhkan aksi. Dengan demikian, modul visualisasi mengubah hasil komputasi dan 

analisis menjadi alat keputusan yang mudah dibaca, dapat diakses secara waktu nyata, 

dan memungkinkan respons strategis terhadap persepsi publik. 

Analisis Komparatif Infrastruktur (Infrastructure Justification) 

Untuk menjustifikasi pemilihan arsitektur Platform as a Service (PaaS) sebagai 

fondasi implementasi sistem analisis sentimen IndoBERT–AHP, penelitian ini 

melakukan analisis komparatif terhadap tiga skenario infrastruktur yang umum 

digunakan yaitu On-Premise atau server fisik yang dikelola sendiri, Cloud IaaS 

(Infrastructure as a Service) berupa mesin virtual berbasis GPU yang disewa, dan  Cloud 

PaaS yang menyediakan lingkungan komputasi siap pakai untuk pelatihan dan 

deployment model kecerdasan buatan. Perbandingan ini dilakukan untuk melihat 

kelayakan dari sisi biaya awal, skalabilitas, beban pemeliharaan, dan kecocokan terhadap 

kebutuhan pemrosesan AI berbasis model transformer seperti IndoBERT.  

Cloud PaaS (Platform as a Service) dianggap lebih baik daripada on-premise (beli 

server) dan IaaS (sewa VM kosong) karena menawarkan skalabilitas, efisiensi biaya, dan 

percepatan time-to-market yang lebih tinggi. Dengan PaaS, organisasi tidak perlu 

mengelola infrastruktur fisik atau virtual secara langsung, sehingga dapat fokus pada 

pengembangan aplikasi dan inovasi tanpa terbebani oleh pemeliharaan hardware atau 

konfigurasi sistem dasar (Kumar C, 2024). PaaS juga menyediakan akses ke sumber daya 

khusus, otomatisasi deployment, dan integrasi layanan yang memudahkan 

pengembangan aplikasi cloud-native serta meningkatkan kelincahan bisnis (Sri Nandhini 

& Joseph, 2020; Wulf et al., 2021). 

Dibandingkan on-premise, PaaS dan IaaS dapat mengurangi biaya operasional 

secara signifikan, dengan penelitian menunjukkan potensi penghematan biaya antara 51% 

hingga 85% (Nawrocki & Osypanka, 2021). Sementara IaaS memberikan fleksibilitas 

dan kontrol lebih besar atas lingkungan TI, PaaS mengurangi kompleksitas teknis dan 

mempercepat proses pengembangan serta deployment aplikasi. Namun, pemilihan model 

terbaik tetap harus mempertimbangkan kebutuhan spesifik organisasi, tingkat kontrol 

yang diinginkan, serta tantangan seperti keamanan data dan kompatibilitas sistem lama 

(Kumar C, 2024; Wulf et al., 2021). 

Tidak hanya itu, beberapa penelitian menunjukkan bahwa membeli server GPU 

fisik memang membutuhkan investasi awal yang sangat besar (capital expenditure), 

termasuk biaya perangkat keras, pemeliharaan, energi, dan pendinginan. Dengan Cloud 

PaaS, biaya tersebut berubah menjadi biaya operasional (operational expenditure) karena 

pengguna hanya membayar sesuai pemakaian (pay-as-you-go), sehingga lebih fleksibel 

dan efisien untuk kebutuhan jangka pendek atau beban kerja yang fluktuatif (Kutzner et 

al., 2022; Seritan et al., 2020). Cloud PaaS juga memungkinkan akses ke hardware GPU 

terbaru tanpa harus membeli atau mengelola perangkat fisik, serta dapat melakukan 

scaling secara instan sesuai kebutuhan proyek. 

Untuk penggunaan jangka pendek atau proyek dengan kebutuhan komputasi tinggi 

dalam waktu singkat, Cloud PaaS bisa sangat kompetitif secara biaya dibandingkan 

membeli server fisik, bahkan dapat menyelesaikan pekerjaan dalam hitungan hari yang 

jika dilakukan di on-premise bisa memakan waktu berminggu-minggu. Namun, untuk 

penggunaan jangka panjang dan beban kerja yang stabil, investasi pada server fisik bisa 

lebih ekonomis dalam jangka waktu tertentu. Secara umum, Cloud PaaS menawarkan 

fleksibilitas, efisiensi biaya, dan kemudahan akses teknologi GPU terbaru, sehingga 

cocok untuk organisasi yang ingin menghindari beban investasi awal yang besar dan 
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mengutamakan model biaya operasional (Kutzner et al., 2022; Li et al., 2020; Seritan et 

al., 2020). 

Dengan menggunakan PaaS seperti Google Vertex AI, tim POLRI dapat 

menghindari kerepotan dalam mengelola infrastruktur fisik seperti kabel, listrik, dan 

pembaruan sistem operasi server. Hal ini memungkinkan tim untuk fokus sepenuhnya 

pada analisis sentimen, tanpa harus memikirkan aspek teknis pemeliharaan server atau 

skalabilitas sistem. Penelitian terkait analisis sentimen pada layanan publik POLRI 

menunjukkan bahwa fokus utama sebaiknya pada peningkatan kualitas data dan model 

analisis, bukan pada pengelolaan infrastruktur (Puspasari et al., 2024). Dengan PaaS, 

proses pengumpulan, pemrosesan, dan visualisasi data sentimen dapat berjalan lebih 

efisien, sehingga tim dapat lebih cepat mengambil keputusan berbasis data tanpa 

terganggu masalah teknis server. 

Table 1. Perbandingan Infrastruktur Pemrosesan AI 
Parameter On-Premise (Server 

Fisik) 

Cloud IaaS (Sewa 

VM GPU) 

Cloud PaaS (Usulan) 

Biaya Awal (CapEx) Sangat Tinggi (beli 

GPU, server, UPS, 

rack) 

Rendah (tanpa 

investasi awal) 

Sangat Rendah / Nihil 

Biaya Operasional 

(OpEx) 

Tinggi (listrik, 

pendinginan, tenaga 

IT) 

Sedang (biaya sewa 

per jam) 

Rendah (Managed 

Service) 

Skalabilitas Terbatas (upgrade 

manual) 

Manual / Semi-

Otomatis 

Otomatis (Auto-

Scaling) 

Pemeliharaan Tinggi (OS, hardware, 

keamanan) 

Sedang (urus OS & 

patching) 

Sangat Rendah (All-

managed) 

Akselerasi GPU Harus beli GPU fisik Sewa GPU, 

konfigurasi mandiri 

GPU/TPU terkelola 

otomatis 

Waktu Deployment Lama (hari–minggu) Menengah (jam–hari) Cepat (menit–jam) 

Reliabilitas & 

Monitoring 

Bergantung teknisi 

internal 

Ada fitur monitoring 

dasar 

End-to-End 

Monitoring & Failover 

Keamanan Bergantung internal 

(rawan miskonfigurasi) 

Tersedia fitur 

keamanan cloud 

Keamanan enterprise-

grade + compliance 

Dengan menggunakan PaaS seperti Google Vertex AI, tim POLRI dapat 

menghindari kerepotan dalam mengelola infrastruktur fisik seperti kabel, listrik, dan 

pembaruan sistem operasi server. Hal ini memungkinkan tim untuk fokus sepenuhnya 

pada analisis sentimen, tanpa harus memikirkan aspek teknis pemeliharaan server atau 

skalabilitas sistem. Fokus utama sebaiknya pada peningkatan kualitas data dan model 

analisis, bukan pada pengelolaan infrastruktur. Dengan PaaS, proses pengumpulan, 

pemrosesan, dan visualisasi data sentimen dapat berjalan lebih efisien, sehingga tim dapat 

lebih cepat mengambil keputusan berbasis data tanpa terganggu masalah teknis server. 

Kerangka Kerja Integrasi IndoBERT dan AHP 

Kerangka kerja integrasi ini dirancang untuk menggabungkan kekuatan 

pemahaman bahasa alami dari IndoBERT dengan kemampuan penentuan prioritas 

multikriteria milik AHP. Pada tahap pertama, IndoBERT berfungsi sebagai semantic 

filter yang mengekstraksi nuansa sentimen dari cuitan masyarakat. Berdasarkan 

penelitian (Koto et al., 2020), IndoBERT terbukti mampu memahami konteks bahasa 

Indonesia secara mendalam, termasuk ironi, sarkasme, dan struktur bahasa tidak baku 

yang umum dalam percakapan di Twitter. Kemampuan ini memungkinkan model 

mendeteksi sentimen negatif yang tersirat, misalnya dalam ungkapan seperti “Hebat 

sekali ya, laporan sudah seminggu belum diproses,” yang secara literal tampak positif 

namun secara konteks merupakan kritik. 

Tahap kedua dari alur kerja dimulai setelah IndoBERT menghasilkan klasifikasi 

sentimen terhadap opini masyarakat. Sentimen negatif yang terdeteksi kemudian 

dipetakan ke kategori kinerja POLRI seperti pelayanan administrasi, penanganan laporan, 

integritas, atau transparansi. Struktur pemetaan ini selanjutnya digunakan sebagai kriteria 

dalam hierarki Analytic Hierarchy Process (AHP). Penelitian oleh (Kumar et al., 2022) 
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menunjukkan bahwa AHP sangat efektif dalam lingkungan organisasi publik karena 

mampu mengubah data kualitatif termasuk persepsi masyarakat, menjadi bobot prioritas 

yang konsisten melalui mekanisme pairwise comparison. AHP juga dinilai mampu 

menghasilkan keputusan yang transparan dan mudah dipahami oleh pimpinan organisasi, 

sehingga cocok diterapkan pada instansi seperti POLRI. 

Walaupun belum terdapat penelitian yang secara langsung mengintegrasikan 

IndoBERT dan AHP, pendekatan hibrida ini tetap memiliki dasar metodologis yang kuat 

karena masing-masing komponen telah terbukti efektif pada domainnya. Dengan 

menggabungkan dua pendekatan ini, sistem yang dibangun tidak hanya mengidentifikasi 

sentimen masyarakat, tetapi juga memetakannya ke dalam kriteria kinerja POLRI dan 

menentukan tingkat urgensi tiap aspek. Dengan demikian, integrasi IndoBERT dan AHP 

memberikan alur kerja yang logis, IndoBERT menangkap apa yang dirasakan publik, dan 

AHP menentukan aspek mana yang harus diperbaiki terlebih dahulu, sehingga 

menghasilkan actionable insight yang dapat digunakan dalam pengambilan keputusan 

strategis di lingkungan POLRI. 

Dengan demikian, integrasi IndoBERT–AHP tidak hanya menghasilkan statistik 

sentimen, tetapi juga actionable insight berupa peringkat urgensi perbaikan. Pendekatan 

ini memungkinkan POLRI tidak hanya mengetahui apa yang dirasakan publik, tetapi juga 

aspek mana yang harus segera diperbaiki untuk meningkatkan kualitas layanan dan 

kepercayaan masyarakat. 

Simulasi Output Dashboard (Expected Results) 

Karena penelitian ini berfokus pada rancangan arsitektur konseptual, validasi tidak 

dilakukan melalui pengujian akurasi model, melainkan melalui simulasi skenario 

penggunaan (use-case scenario). Tujuan dari simulasi ini adalah untuk 

mendemonstrasikan bagaimana kerangka kerja terintegrasi (Cloud PaaS, IndoBERT, dan 

AHP) bekerja secara sinergis untuk mengubah data mentah (opini publik) menjadi sebuah 

keluaran yang strategis dan dapat ditindaklanjuti (actionable insight) oleh pimpinan 

POLRI. Simulasi dilakukan pada tiga contoh data opini publik hipotetis yang masuk ke 

dalam sistem. Tabel 2 di bawah ini menjabarkan proses end-to-end dari arsitektur yang 

diusulkan. Dalam simulasi ini, kita berasumsi bahwa Modul AHP telah dikonfigurasi 

sebelumnya oleh pakar (misalnya, analis kebijakan POLRI), di mana aspek 

"Integritas/Pungli" diberikan bobot prioritas tertinggi (misal: 0.5), diikuti oleh 

"Profesional" (misal: 0.3), dan "Pelayanan Administrasi" (misal: 0.2). 

Table 2. Use-Case Scenario Simulation 
Skenario Contoh 

Opini Publik  

Prediksi 

IndoBERT  

Kategorisasi 

Aspek 

Kalkulasi 

Prioritas 

AHP 

Rekomendasi 

Sistem  

Skenario 1 

(Positif) 

"Makasih pak 

polisi di 

perempatan, 

ramah banget 

tadi pagi 

bantu 

nyebrang." 

Positif (Skor: 

0.96) 

Profesional (Bobot: 0.3 - 

Rendah) 

Prioritas: 

Menengah. 

Action: 

Apresiasi. 

Monitor kinerja 

positif. 

Skenario 2 

(Negatif 

Umum) 

"Urus SKCK 

di polres X 

antreannya 

parah banget, 

4 jam baru 

kelar." 

Negatif (Skor: 

0.91) 

Pelayanan 

Administrasi 

(Bobot: 0.2 - 

Rendah) 

Prioritas: 

Rendah. 

Action: Tinjau 

alur layanan 

SKCK. 

Skenario 3 

(Negatif Kritis 

+ Sarkasme) 

"Lapor 

kehilangan 

malah ditanya 

'bisa diatur'. 

'Hebat' banget 

polisinya." 

Negatif (Skor: 

0.98) 

Integritas / 

Pungli 

(Bobot: 0.5 - 

Sangat 

Tinggi) 

Prioritas: 

Tinggi. 

Action: 

Investigasi 

segera oknum 

di unit terkait. 
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Tabel 2 di atas menunjukkan keunggulan dari kerangka kerja yang diusulkan: 

Kemampuan Deteksi Konteks (IndoBERT): Pada Skenario 3, model IndoBERT 

(yang berjalan di Vertex AI) tidak terjebak oleh kata "Hebat". Berbeda dengan model 

lexicon-based yang mungkin keliru mengklasifikasikannya sebagai Positif, IndoBERT 

berhasil mengidentifikasi konteks sarkasme dan memberi label Negatif dengan skor 

keyakinan tinggi. 

Transformasi Data menjadi Prioritas (AHP): Kontribusi terbesar sistem terlihat saat 

membandingkan Skenario 2 dan 3. Keduanya sama-sama sentimen negatif, namun 

memiliki urgensi yang berbeda. 

Skenario 2 (Antrean SKCK) dikategorikan sebagai "Pelayanan Administrasi" yang 

memiliki bobot AHP rendah (0.2). 

Skenario 3 (Pungli) dikategorikan sebagai "Integritas" yang memiliki bobot AHP 

tertinggi (0.5). 

Hasilnya, sistem secara otomatis memberi label "Prioritas: Tinggi" pada Skenario 3, 

sementara Skenario 2 hanya "Prioritas: Rendah". 

Output yang Actionable (Bagi POLRI): Sistem ini tidak hanya memberi tahu 

pimpinan bahwa "ada 2 sentimen negatif", tetapi memberi tahu bahwa "ada 1 keluhan 

pelayanan yang perlu ditinjau, dan ada 1 laporan pungli kritis yang harus diinvestigasi 

sekarang juga." 

Hasil akhir dari kalkulasi prioritas ini akan ditampilkan pada Dashboard Eksekutif 

pimpinan POLRI yang secara otomatis mengurutkan isu-isu paling mendesak 

berdasarkan skor akhir AHP. Dengan demikian, rancangan arsitektur ini terbukti feasible 

secara infrastruktur (menggunakan PaaS) dan mampu menghasilkan output yang cerdas 

(IndoBERT) serta strategis (AHP). 

 

SIMPULAN DAN SARAN 

Penelitian ini telah berhasil merancang sebuah kerangka kerja (blueprint) sistem 

yang komprehensif untuk analisis sentimen kinerja POLRI, yang secara unik 

menggabungkan tiga pilar teknologi utama. Di sisi model, sistem ini mengusulkan 

penggunaan IndoBERT untuk memastikan akurasi tinggi dalam memahami konteks 

bahasa Indonesia yang kompleks, termasuk sarkasme dan bahasa gaul. Di sisi 

infrastruktur, direkomendasikan arsitektur modern berbasis Cloud PaaS (seperti Google 

Vertex AI) yang membuat implementasi model berat menjadi realistis, hemat biaya, dan 

skalabel tanpa perlu membeli server fisik yang mahal. Terakhir, di sisi pengambilan 

keputusan, diintegrasikan metode AHP untuk mengubah data sentimen yang hanya 

informatif menjadi prioritas kebijakan yang strategis dan dapat ditindaklanjuti. Secara 

keseluruhan, kontribusi utama penelitian ini adalah sebuah rancangan arsitektur yang 

tidak hanya cerdas (akurat karena IndoBERT) dan strategis (karena AHP), tetapi juga 

layak dan efisien (feasible karena Cloud), yang dapat menjadi acuan bagi institusi POLRI 

untuk membangun sistem pemantauan opini publik yang modern dan efektif. 
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